Convex Rearrangements

For a processX(t), ¢ > 0 with stationary increments, observed at
times0,1/N, ..., (N —1)/N define increments

Yen = X((k+1)/N) = X(k/N), k=0,1,...,.N—1. (1)

Let, furtherYy.y < Yi.y <--- < Y(y_1).y denote the order statistic
of Y’s from (1).

A convex rearrangememtf X (¢) is defined as

[Nt]-1
VXN(t) =X (0)+ > Yin + (Nt — [Nt])Y]nypon,
1=0

The sequenc®, v, k = 0,1,..., N — 1 is stationary with vari-
anceoy, = EY’y and covariancey (h) = EY; v Yiynn-

Davydov (1998), Davydov and Thilly (2000), and Phillippe and
Thilly (2002) investigated the asymptotic behavior of normalized
V X (t) for broad classes of Gaussian andtable processes.

Theorem 0.1 (DAVYDOV AND THILLY, 2000
Let foreachh € {1,2...,N — 1}

v (h)
oy
for some fixed positive constantsand . Denote by

L(t) = /Ot@l(s)ds _ —\/12_7Texp{—% (@1(t))2},

where® is the c.d.f. of a standard normal distribution. Then, when
N — o0,

[CONDITION A] < min{l, K - (Inh)"""7},

VXn(t)

by

— L(t),a.s.
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whereby = Noy.

Example 0.1 Let By (t) be the fractional Brownian motion with the
exponentd andV By x(t) it convex rearrangement. Sinoéf =
EY (1,N)? = EBy(1/N)?> = C - (1/N)*. Then, the condition
A in Theorem 0.1 is satisfied and whéh — oo almost surely on
[0,1],
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Figure 1. Apprpximation off(f d~!(s)ds (solid line) by normalized’ By y for
H =04andN = 128 (-), 512 (-.), and2048. (..)

By solving (2) with respect tad4, on can propose a family of
consistent estimators @f, indexed by a continuous parametgi



(0,1). That opens an interesting question of design whicto se-
lect.

Let the self-similar procesX (), ¢t > 0 satisfies the hypothesis
Ain Theorem 0.1. Let, € (0,1) and let

BN 1) = 1— 08 VX (to)/VOL(to)|
Y logn

ThenE(N,t)) — H, a.s., whenN — oo.
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Figure 2: Estimator&(N, ) for H = 0.4, andN = 2096

Let X (¢), t > 0 be a selfsimilar process satisfyingand letg be
the filter. If the convex rearrangements are applied orytfikered
procesg” (£) =3 9. X (52), k=0,1,..., N —1 the result-
ing polygonal procesEy (t) = Y (£)+(Nt—k) [V (52) - Y (£)],
satisfies the conditionl as well, and

biVYN(t) — L(t),a.s., when N — oo, 3)
N

3



whereby = Noy(g). The filter g of length/ has to be selected in
such away so that the varianeg (g) = E |Y (42) — Y(%)|2 is not
0. Sufficient condition is thaf(s) = Zf,j:O gigjli — j|* does not
vanish fors € (0, 2) for the selected filteg.

The double filtering ofX (¢) in (3) can be replaced by a single
filter g with propertiesy  n"g, =0, 0 <r <p—1land)_ nPg, #
0. Indeed, only the existence of first vanishing moment allows the
decomposition o§ to convolution of{1, —1} and a finite filteru of
length? — 1.

Thus denotegy-convex rearrangemeiaff X (¢) as

[Nt -1
VXgn(t)=X(0)+ Z Yy vy + (Nt — [Nt])Yg (| ne):v),s
i=0

where{Yy .n), - ., Yg,v—1.n)} IS Order statistics for the sequence
Yy (£) =30 g.X (552), for k=0,1,...,N — 1.

Let g be dilation of filterg obtained by insertingl — 1 zeros
between non-zero filter taps. For example,go= {1 — 2 1} the
3-dilated filterisg ={1 0 0 —2 0 0 1}.

Theorem 0.2
Let

VX dQN(tO)
D(N, dy, da, to) = 5" (4)
(N dy, da, to) VX gy (to)

Then for anyty € [0, 1], and integersi;, andds,

IOg’]D(N, dl,dQ,tO)‘ H
log(dg/dl) ’

a.s.
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Figure 3: Estimation off by (4). See the figconcre3.m

APPENDIX: MATLAB P ROGRAMS

function filtd = dilate_filter(filt,k)
%
% Dilate Filter by k zeros between the original
% taps, k integer > 0.

%
newlength = (k+1) =length(filt)-k; filtd = zeros(1,newlength);
filtd(1:(k+1):newlength)=filt;

%
% Brani 10/15/02




function v = conre(t, Proc, fi)
%
% Convex Rearrangement
% Proc can be, for example MakeFBMNew(1024, 1/3, 1);
n = length(Proc);
difs =filter(fi,1,Proc);
difs = difs(length(fi):n);
nn = length(difs);
diffs(1:nn)=sort(difs);
upper = floor(nn. *1); v=[];
for i = 1:length(t)
v = [v sum( diffs(1:(upper(i)-1)))+ ...

((nn. =t@i) - upper(i)). * diffs(floor(nn. *t(I))];
end

%
close all

clear all

family = 'Symmlet’; par = 4;

ki1 = 2; k2 = 3; H= 0.4; seed = 1,
n = 128 * 1024;

b = (0.1:0.01:0.9);

baseline = [];

for seed = 1:5

%
a = MakeFBMNew(n, H, seed);

filt = MirrorFilt(MakeONFilter(family, par));
filtdl = dilate_filter(filt,k1);

filtd2 = dilate_filter(filt,k2);

yl conre(b,a, filtdl);
y2 = conre(b,a, filtd2);
zZ = y2.yl;
zz = log2( abs(z) )./log2((k2+1)/(k1+1));
plot(zz)
hold on
plot(H =*ones(length(zz)))
hold on
baseline = [baseline; zz];
end
plot(mean(baseline),’r-")
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