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Abstract

We present a new Bayesian hierarchical model based on matrix factor-
ization for detecting outliers in high-dimensional data. Outliers are explic-
itly modeled using both a shift in mean and variance inflation approach.
The Bayesian framework provides intrinsic probabilities of being an outlier
for each element in the sample. Posterior replicates of the parameters are
simulated using a MCMC algorithm. In population genetics where many
genetic markers are typed in different populations, we show that this model
can be used to detect genes targeted by Darwinian selection.
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1 Introduction

Matrix factorization aims at decomposing a high-dimensional n x p data matrix
into a product of two lower rank K matrices called the factor and loading matri-
ces [3]. Matrix factorization provides a useful framework to model outliers in the
lower-dimensional space generated by the low rank approximation [2]. Detecting
outliers in high dimensional data sets is of interest in population genetics in order
to detect genes under selective pressures [1]. The proposed approach provides an
intrinsic probability of being an outlier so that we can estimate false discovery
rate (FDR) and g-values, which are two important quantities in whole-genome
scans [5].



We provide a MCMC algorithm to sample replicates from the posterior dis-
tribution and we show how the method can detect genes under selection in
population genetics data.

2 Bayesian matrix factorization for outlier detection

2.1 Model

The probabilistic model of matrix factorization—also known as factor or prob-
abilistic PCA model—for a design n X p matrix Y relies on a product between
a factor matrix F' and a loading matrix A,

Y =FA+e, (1)

where F'is a n x K matrix, A is a K X p matrix, and € is a n X p residual matrix
where each row €; ~ N(0,,0%I,). Here, we choose a Gaussian prior for A

p(Alon) = I_ N'(Ay; 0k, oX Irc). (2)

To specify the prior of F', we explicitly model outliers using the shift-in-mean
approach [4] for one of the K factors of the low-rank approximation
Z;
p(F|A, Z,5p) = I N (Fy; 0k + A7), Sp). (3)
where Y is a diagonal matrix with values 012%' We specify improper priors for

variances p(o3) o %, and p(o%k) o é Shift vectors A;’s are zero valued
k

vectors with non-zero component at index Z;. For ¢ = 1,...,n, Z; is an integer
between 1 and K +1, indicating that the i*" line is either an outlier for the factor
Z; if Z; < K 4+ 1 or not an outlier if Z; = K + 1. We add priors for A and Z
such as

p(Alr, Sp) = [ N (Ai; 0k, T°5p). (4)
[ a/Kifk<K+1
p(Z’_k)_Wk_{l—aifk:K+l (5)

where « is the expected proportion of outliers that is set a priori, and 7 is the
variance-inflation parameter with p(7) = (1, 10).
2.2 Posterior inference and algorithm

To obtain replicates from the posterior p(Z, A|Y'), we use Gibbs updating steps
based on the conditional distribution of (Z;, A;) provided below

p(Zi = k, Ai|F;, 2k, %) = p(Z; = k|F;, Sp, 2)p(Ail Zi = k, F;, 2R, ) (6)

where
7'2 FiQ,k’
2 o2
p(Zi:k|Fi,ZF,7'2) O(Wk\/%e( 7 (7)
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Other parameters have more usual conditional distributions that are also useful

when performing Bayesian linear regression. Samples are simulated using the
MCMC algorithm provided in Table 1.

P(Ai|Zi =k, F;, Sp, 7%) o N(

O'Fk)lfk'<K—|—1 (8)

e Setup values of «, K.
e Initialize 00, 2r, N, F, A, Z,72.
e for s = 1..ns do:
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Metropolis-Hastings step: 72* < N (72571 5)
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Table 1: MCMC algorithm of Bayesian Matrix Factorization for detecting out-
liers.

3 Results

To illustrate the potential of the method, we simulate population genetics data
where the outliers corresponds to the markers located in genomic regions under
Darwinian selection. The data contain 400 individuals from 4 populations that
split according to a tree model (see Panel A in Figure 1), and are typed at
200 genetic markers called SNPs, among which 12 are under various selective
pressures in one of the 4 populations. Posterior probabilities to be outliers
are enriched for genes targeted by selection (see Panel B in Figure 1), and a
Precision-Recall (see Panel C in Figure 1) curve can be used to evaluate the
property of the method under various evolutionary scenario.
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Figure 1: Panel A: Population divergence model used to simulate population
genetics data. Panel B: Posterior Probability of being outlier. Panel C: Precision
Recall curve.

4 Conclusions

We introduced a hierarchical Bayesian model of matrix factorization for detecting
outliers in high-dimensional data. The probabilistic model provide probabilities
for each observation to be outlier and indicates the direction or factor under
which the observation is atypical. We showed that this approach can be used to
detect genes targeted by selection in population genetics.
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